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ABSTRACT

Recent studies have found that automated retrieval metinoes
discovery are not only cheaper than manual review, but @@ al
as or more reliable. We argue that these studies, while stigge
are not conclusive. There is a high variability in the quadif un-
supervised manual reviewers, as data from the TREC LegakTra

2. BACKGROUND

It is well known that human assessors frequently disagreben
relevance of a document to a topic. Voorhees [2000] found tha
experienced TREC assessors, albeit working from only seate
length topic descriptions, had an average overlap (sizetefsec-
tion divided by size of union) of between 40% and 50% on the doc

shows. The best manual reviewers are as reliable as autbmate uments they judged to be relevant. Voorhees concludes$haré-
methods, and a properly supervised manual review may be morecall at 65% precision is the best retrieval effectivenessexable,

reliable than automation. We show the effectiveness of ithele
review management approach of observing the proportiomsdfo
relevant between reviewers. Finally, we describe the éxyser-
tal protocol necessary for a more conclusive comparisonasfual
and automated review.

1. INTRODUCTION

The volume of electronically-stored information (ESI) dhddy
modern corporations is driving discovery to use variousnfoiof
technology-assisted or automated review. An importanstipe is
whether automated methods are merely a cheaper but lovadityqu
alternative to full manual review, or whether automatioade to
document productions of equal or even higher quality. The fo
mer alternative means automation is a compromise; the \atte!d
make full manual review obsolete.

Two recent studies have compared the quality of automated re
trieval and manual review, one by a re-review of an earlienuah
production [Roitblat et al., 2010], the other through anlgsia of
data from the TREC 2009 Legal Track [Grossman and Cormack,
2011]. The former study finds automated retrieval to be attlea
as consistent as manual review, while the latter concluuksau-
tomation gives superior reliability.

We revisit the comparison of automated and manual revielmet
ods, and argue that the previous studies, though suggesmtévaot
conclusive. In particular, we re-examine the TREC LegalkKra
data, observing that the reviewers used are of highly virieds
liability. The best reviewers are of comparable or bettealigy
than the best automated systems, even under the asymnxgieic e
imental conditions of the track. It is still open to questitimere-
fore, whether an automated system can surpass or even athéev
reliability of a properly managed manual review team.

Whether automated tools have surpassed manual reviewlin qua
ity is a question too important to leave without a firm answse
therefore conclude our paper with what is required for areexp
mental program to answer this question more conclusively.
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given the inherent uncertainty in human judgments of relega
Bailey et al. [2008] survey other studies giving similardes of
inter-assessor agreement.

When one conception of relevance is authoritative, assesiso
not merely disagree; they make errors. In legal discovéey,a-
thoritative conception of relevance is that of the attornegrsee-
ing the retrieval. The Interactive Task of the Legal Track BEC
includes such aopic authority, and provides a process of appeal
to this authority for uncovering assessor errors (Secti8h Z'he
appeal results for TREC 2009 found that, on an assessmeint set
which 90% of documents were actually irrelevant, 33% of-rele
vant assessments were in error, as were 3% of irrelevantsasse
ments [Hedin et al., 2009]. This is likely a lower bound to énsor
rate, since some errors may not have been appealed (altbongh
versely some appeals may have been erroneously upheld).

Since assessors disagree, and reviewers make mistakespthe
duction of a manual review process is not an inerrant goltstad,
which an automated process might approach but cannot surpas
The question, rather, is whether a manual or an automatésiwev
process gives more reliable results. That is the topic adeéckby
the studies described below.

2.1 Terminology and measures

Manual review denotes a process in which every candidate doc
ument for production is reviewed for relevance by at least lon-
man reviewer. Candidate documents might be every document i
a corporation’s possession, but generally some prior ifigehas
been performed, by custodian for instance, or by keywordiesie
though the latter blurs the line between manual and autahrate
view. Automated review denotes a situation in which the sleni
to produce or not produce some proportion of the candidate do
uments is made algorithmically, without complete humariesgv
The term “technology-assisted review” is often used irtstdmut
while this may be softer to a judge’s ears, it seems to us oiexa
and unhelpful; surely all review of ESI requires the assisteof at
least some degree of technology.

We use three measures of a retrieval’s effectiveness: gioeci
recall, and the F1 score. Precision is the proportion ofewtd
documents that are relevant; recall is the proportion efsaeit doc-
uments that retrieved. There is a natural tension betwezth



measures: shrinking the retrieved set generally helpsgioec but
can only decrease recall; expanding the retrieval can celly te-
call, but generally hurts precision. This tension is cagduin the
F1 measure, which is the harmonic mean of precision andlrecal
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2.2 Roitblat, Kershaw, and Oot [2010]

The first study comparing manual and automated review that we
consider is that of Roitblat et al. [2010]. For their studhg tuthors
revisit the outcome of an earlier, in-house manual revidve arig-
inal review surveyed a corpus of 2.3 million documents ipoese
to a regulatory request, and produced 176,440 as respdosike
request; the process took four months and cost almost $idmil
Roitblat et al. had two automated systems and two manuawevi
teams review the documents again for relevance to the afiga
quest. The automated systems worked on the entire corpes; th
manual review teams looked at a sample of 5,000 documents.

Roitblat et al. (Table 1) found that the overlap between &te-r
vance sets of the two manual teams was only 28%, even lower tha
the 40% to 50% observed in Voorhees [2000] for TREC AdHoc as-
sessors. The overlap between the new and the original piodac

Topic Bins Type Ass'd AssRel Appld AdjRel
t201 13 Student 2729 328 305 195
t202 13 Student 3201 549 365 661
t203 12  Prof'nl 3320 113 254 225
t204 12 Profnl 3101 80 191 166
t205 12 Student 3002 1018 642 568
t206 12 Student 2770 130 34 99
t207 13 Prof'nl 2505 215 106 262

Table 1: Summary of assessment for the interactive task top-
ics of the TREC 2009 Legal Track. Reported are number of
core bins; assessor type (law student or professional revier);
number of messages sampled and assessed; number of mes-
sages initially assessed relevant; number of assessmen{s a
pealed; number of messages assessed relevant after adjuatic
tion.

topics were run that year; their assessment outcomes anaaum
rized in Table 1. In the task’s assessment scheme, messages a
sampled from strata defined by participating team’s intdnsg

was also low, 16% for each of the manual teams, and 21% and Productions, and also from thiottom stratum of messages re-

23% for the automatic systems. When compared against thie ori
nal production, the human review teams achieved F1 sco@8df
and0.28, while the automated systems achieetit and0.38.

The effectiveness scores calculated on the original ptamtuc
seemingly show that the automated systems are as relialhe as
manual reviewers. However, as Roitblat et al. note, theirmalg
production is a questionable gold standard, since it likeubject
to the same variability in human assessment that the stsdif it
demonstrates. Instead, the claim Roitblat et al. make faumaated
review is a more cautious one; namely, that two manual revene
no more likely to produce results consistent with each atiean an
automated review is with either of them.

Given the remarkably low level of agreement observed by-Roit
blat et al., their conclusion might seem a less than reasguorie;
an attorney might ask not, which of these methods is supdmiy
is either of these methods acceptable? More importangystindy
does not address the attorney’s fundamental question: alges
mated or does manual review result in a production that nedre r
ably meets the overseeing attorney’s conception of ret®an

2.3 The TREC legal track

The Legal Track of TREC provides an objective environment
in which to validate and compare different retrieval methdolr
e-discovery [Baron et al., 2006]. Since to date no partitifres
performed a fully manual review, there has not been a dirati-c
parison of automated and manual review methods, thoughillas w
be seen shortly) Grossman and Cormack [2011] present a thetho
for extracting such a comparison from the TREC data.

Of particular interest for comparing manual and automaéed r
view is the track’s Interactive Task. The task seeks (withper-
imental limits) to replicate the conditions of a real-worédrieval.

In particular, there is a topic authority (TA), who plays tlode of
the attorney overseeing the production, and whose comcepfi
relevance is authoritative. Teams may consult with the TAevh
producing their runs, and the TA instructs (though does iretty
supervise) the track’s relevance assessors. Teams magmisal
initial assessments to the TA for adjudication, with theuddjated
assessments forming the official assessment set for the task

turned by no system; the latter stratum is sampled spagielpg
each sampled message a significant weight in effectiversss e
mates [Hedin et al., 2009]. Documents (email bodies andtatta
ments) in the messages sampled for assessment are assigeésl t
calledbins (column 2 of Table 1). Each hin is assessed by a sin-
gle assessor; an assessor may (rarely) assess more thamone b
Most bins are core bins, to which messages are randomlyreskig
A small number of supplementary bins, with differing assigmt
methods, are used to achieve special assessment goals.
Assessors were of two types in 2009 (column 3 of Table 1); first
volunteer law students; or second, professional manu&wevs.
Each bin was assigned enough messages (summed in column 4)
to make up 500 documents. The number of messages initially as
sessed relevant varies widely between topics (column Spas
the number of appeals (column 6). Since appealing was atishe d
cretion of the participating teams, the latter variety dobé due
either to the errors of the assessors, or to the thorougloidbse
teams. How complete the appeals were in detecting errotgein t
initial assessments is considered in Section 3.1.

2.4 Grossman and Cormack [2011]

Grossman and Cormack [2011] re-analyze the interactide tas
as a comparative evaluation of manual and automated retsigw,
treating the assessors as a manual review team, and englttadir
retrieval, alongside that of the automated systems, agéiesad-
judicated assessments. They select for this comparisortdp/o
performing automated systems: an industry system which ilve w
name System I, and an academic one, System A. The five top-
ics in which these systems participated were heavily appedh
particular by these teams themselves, leading to good ageesf
assessor errors—or, perhaps, a re-alignment of the TAsamtion
of relevance with the appealing team'’s.

The outcome of the evaluation performed by Grossman and Cor-
mack is shown in Table 2. The automated systems beat the lnanua
review teams quite handsomely for four of the five topics, @de
close for the fifth. On this showing, automated retrievalesgp not
merely an adequate, but a superior, alternative to manuialve

The analysis of Grossman and Cormack assumes that the adju-

The dataset used by Grossman and Cormack [2011], and by thedicated assessments are a “reasonably accurate gold rstgrida

current paper, comes from the TREC 2009 Interactive TaskerSe

the authors’ words. This in turn requires that the appeatgss is



Topic Team Rec Prec F1
t201  System A 0.78 091 0.84
TREC (Law Students) 0.76 0.05 0.09
t202  System A 0.67 0.88 0.76
TREC (Law Students) 0.80 0.27 0.40
t203  System A 0.86 0.69 0.77
TREC (Professionals) 0.25 0.12 0.17
t204  System| 0.76 0.84 0.80
TREC (Professionals) 0.37 0.26 0.30
t207  System A 0.76 091 0.83
TREC (Professionals) 0.79 0.89 0.84

Table 2: Automated and manual reviewer effectiveness. Eval
uation is against the adjudicated assessments, extrapoét to
the full corpus of messages. The best automated team for the
selected topics is compared to the manual review team con-
structed from the initial assessments of the track assessar
(Based upon Table 7 of Grossman and Cormack [2011]; values
are recalculated.)

both reasonably complete and unbiased. Incomplete appeald
leave assessment errors unfound, inflating the effectbgeofeman-
ual review. On the other hand, appeals could shift the topilcca-
ity's conception of relevance towards a team’s run, esfigcmce
(unlike the original assessments) they are accompaniedrittemv
justifications. Which of these two effects is stronger isleac
More importantly, the re-purposed assessments are natnaneal
review efforts. How representative they are of a properigesu
vised manual review is the topic of Section 3.

3. RECONSIDERING MANUAL REVIEW

The previous section surveyed two recent studies compéreng
reliability of manual and automated review. Next, we rereiae
the measurement of manual review effectiveness, lookipgitic-
ular at the evidence provided by the TREC 2009 Legal Intemct
task.

3.1 Completeness of appeal process

First, what evidence do we have for the completeness of the ap
peals process, assumed by [Grossman and Cormack, 201} Sin
messages sampled for assessment are randomly assignem to co
assessment bins, we should expect each bin to have the same pr

portion of relevant messages, subject to random variatidum-

evenness in proportions initially assessed relevant ideeie of
assessor errors, and continued unevenness after adiadisagvi-

dence that the appeals process has failed to uncover alestais.
The converse is not necessarily true: proportions coulcitenbed
same even if many assessor errors exist, though this wouikkhe

in practice only if the assessors as a group had a consigtengh
incorrect, conception of relevance.

We illustrate the analysis of proportions assessed relgiaking

Topic 201 as an example. Figure 1 shows the proportion of mes-
sages in each core bin for this topic that were assessedangjev
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Figure 1: Proportion of messages assessed relevant in eadre

bin, prior to and after the appeal and adjudication process for
Topic 201.

Topic  Bins Proportiony?
Assessed Adjudicated

t201 13 150.7 ** 9.9
t202 13 48.9* 14.7
t203 12 68.3* 11.1
t204 12 39.7 ** 9.9
t205 12 367.0* 45,5 **
t206 12 335.7* 235.5*
t207 13 10.1 8.1

Table 3: Chi-squared statistic for proportions relevant agoss
core bins before and after adjudication. Proportions signfi-
cantly uneven atp < 0.001 are marked with “**”,

before and after adjudication. The proportions relevarthénini-
tial assessment vary enormously; the mean proportion is b2
one assessor finds 31% of messages relevant, another jushigs.
provides clear evidence of many assessor errors. On thetathd,
after appeal and adjudication, the mean proportion fali®to and
the range shrinks to between 5% and 10%.

We can test whether the relevance proportion between bims is
even to a statistically significant degree using’atest of propor-
tions. The null hypothesis is that reviewers are applyiracty the
same conception of relevance, and that variability in pripas
assessed relevant is due to sampling error alone. xFhstatistic
measures the ratio between the observed and the expeciailvar
ity between proportions (subject to the number of obsevna)i
The two-tailed expected 95% range)dffor 12 bins is3.8 t021.9,
for 13 bins4.4 to 23.4. Values above that range indicate signifi-
cant unevenness; values below would indicate suspiciceisn®ss
(suggesting, for instance, that teams set out to produceaimee
proportion relevant per bin, regardless of actual releganc

The observeq,? statistics for the TREC 2009 topics, before and

1The cohesion would be even stronger if the assignment were pe after adjudication, are given in Table 3. Prior to adjudmatthe

formed so that each bin received the same proportion of dentsn
from each stratum, but this latter step was not in fact eefirc

Note that we rely on the simple random sampling of messages in

our analysis, not of documents; the latter are not simpheloenly
sampled, but are clustered by messages.

assessments for all topics other than Topic 207 show higbhjfs
icant degrees of unevenness in proportions relevant bathies.
After adjudication, five topics are not significantly uneyéeing
the five topics examined by Grossman and Cormack [2011]. The



appeal process appears to have been reasonably compltteder
topics. Topic 206 was only lightly appealed, as Table 1 iatdis,
and highly significant unevenness remains; we can thereésre
gard that topic’s adjudicated assessments as a poor goidasth
and exclude the topic from further analysis. Topic 205, intcast,
was the most heavily appealed topic, and yet significant emev
ness remains; either there were an extraordinary numbessefsa
sor errors, or something untoward has occurred with thesagsmt
process. Still, the degree of unevenness is greatly redhcedgh
adjudication; we retain this topic in our subsequent arays

The proportions relevant of Topic 207's professional revMieam
show the expected degree of evenness even before adjodicati
That this evenness is evidence of a good review process vensho
by the high reliability the team achieves in the analysis ofss-
man and Cormack [2011] (Table 2), and is further confirmedly t
examination of the reliability of individual assessorslobe The
potential of the simple statistical analysis of evennesséen pro-
portions as a tool for review process control is examinegt.lat

3.2 Sample and population accuracy

Some of the manual reviewer reliability figures given in &l
are rather alarming; for instance, that the review team émid201
achieved a precision of onl§.05, returning only one actually rel-
evant message in every twenty they judged relevant. Thistis n
the reliability observed on the messages actually samfiiedgh;
rather, it is the reliability extrapolated to the full poptibn. Un-
equal sampling emphasises bottom stratum assessmertisrogdr
on appeal. For instance, for Topic 201, from one in two to ane i
eight messages were sampled from upper strata, but onlyrone i
three-hundred from the bottom stratum. Each successfidadpp
carries up to 150 times the weight on the bottom stratum that i

Topic Team Rec Prec F1
t201  System A 0.96 091 0.94
TREC (Law Students) 0.70 0.41 0.52
t202  System A 0.81 0.88 0.84
TREC (Law Students) 0.76 0.91 0.82
t203  System A 0.81 0.71 0.76
TREC (Professionals) 0.25 0.50 0.34
t204  System| 0.94 0.84 0.89
TREC (Professionals) 0.24 0.55 0.33
t207  System A 0.78 0.90 0.84
TREC (Professionals) 0.78 0.93 0.85

Table 4: Automated and manual reviewer effectiveness, eval
ated on the sampled assessments directly, without extrapaiion
to the full corpus. Other details are as for Table 2.

sampling, the potential for appeal-induced adjudicati@s,band
the lack of simple quality-control mechanisms. The setughef
assessment may not be a fair representation of an actualamanu
review. Nevertheless, for the following analysis, we wileuthe
reviewer reliability figures as extrapolated to the popafat

3.3 \Variability in reviewer reliability

The reviewer reliability scores in Table 2 are averages sacro
each team of assessors. Figure 1 and Table 3 indicate that for
most assessment teams, there is great variability in thgopiion
of messages that each assessor finds relevant, which ssigfogst

does on the upper ones. Of the 1,927 messages sampled from théhere may be similar variability in error rates. In this sact we

bottom stratum for this topic, 72 were found relevant by thses-

sors, but 71 of these assessments were appealed, and alr@1 we

overturned on appeal; this is why such low precision is regabfor
the reviewers in Table 2.

directly investigate variability in assessor reliability

Figure 2 shows the reliability of the review performed ineac
bin, evaluated against the adjudicated assessments, anpAoes it
to the performance of the automated systems identified bgssro

The strong weight on these bottom-stratum appeals meahs thaman and Cormack [2011]. For every topic but one (Topic 207),

even a slight appeal-induced bias would greatly harm tharaop
precision of the reviewers, and boost the recall of the te&nase-
over, even if the figures are taken at face value, what is l®mg-
lated here is essentially an unsorted linear review of thedupus,
and the errors of (presumably) inattention that such awewieuld
turn up. Such an exhaustive linear review might be preveirted
practice by a pre-filtering by custodian or keyword; and e af
inattention would be readily picked up by dual-assessnpantjc-
ularly of assessed-relevant messages.

For comparison with the extrapolated reliability figuresTa
ble 2, we recalculate in Table 4 both team and reviewer acgura
on the post-adjudication sample of messages alone, wiéxbratp-
olating to the full population. The relative ordering of teand
reviewer is the same as on the population (Table 2), with #s b
team better than the composite of reviewers for every toxiest
Topic 207. The performance of the weaker review teams, hexyev
is less extreme than under extrapolation. For instanceteiue
of student reviewers for Topic 201 scored a precision.66 and
an F1 score 06.09 on the population, due to1 of their 72 rele-
vance assessments on the sparsely-sampled bottom straingn b
overturned on appeal; judged on the sample only, however;, th
precision improves t6.41, and their F1 score 10.52.

The extrapolated reliability figures in Table 2 are not siynpl
wrong, nor are the sample figures in Table 4 simply correcte Th
raw reliability figures given in the former case, howevegdhéo be
treated with some caution, due to the magnifying effect oorsiof

there is a great diversity between the reliability of diffet review-
ers. Per-bin precision ranges from alm@dt to approaching. .0,
and the range of recall values is oft@i6 wide. Only for Topic 203
does the best automated system clearly outperform the kst m
ual reviewer. As before, the professional manual reviewntéar
Topic 207 stands out. Several reviewers outperform thedest
mated system, and even the weaker individual reviewers late
precision and recall aboveb.

The variability in reviewer reliability seen in Figure 2 gespts
the importance of a proper review management process. e be
reviewers generally match the best automated systemsaavemngst
student reviewers. A process that brought all reviewersouge
standards of the best performers, such perhaps as the premes
ployed by the group in Topic 207, would seem to have the piatlent
to offer equal or superior reliability to the best automatesthods.
Just excluding the weaker reviewers would by itself sigaifity
improve review team reliability. The next section exploaesmple
mechanism for achieving this.

3.4 Improving review team quality

There are many tools that can be employed to improve the qual-
ity of a review process, some to do with human factors, othrers
volving statistics. Dual assessment, for instance, cap baich
random errors of inattention, while second review by an aith
tative reviewer such as the supervising attorney can domés
conceptions of relevance during the review process, andaftjr
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Figure 2: Assessor precision and recall, extrapolated to gaulation, for Topics 201-205 and Topic 207. Each circle remsents the
reliability of a core bin. The red cross in each figure excepthat for Topic 205 gives the performance of the best automatecrktrieval

effort, as listed in Table 2.



Topic Reviewers Rec Prec F1
t201  All 0.76 0.05 0.09
Excl 0.59 0.12 0.19
t202  All 0.79 0.25 0.38
Excl 0.81 0.38 0.52
t203  All 0.25 0.12 0.17
Excl 0.18 0.25 0.21
t204  All 0.38 0.28 0.32
Excl 0.47 0.28 0.35
t205  All 0.94 0.33 0.49
Excl 0.97 0.43 0.60
t207  All 0.77 0.87 0.82
Excl 0.77 0.87 0.82

Table 5: Review team effectiveness, including and excludjre-
viewers with a disproportionate number of relevant documeits

assessor errors once it is complete [Webber et al., 201@JoERrg
the full range of process quality management techniquesyisria
our current scope. It has already been observed, thoughthiha
proportion assessed relevant is a simple indicator of dveraew
consistency and quality. Does it also indicate individadibibility,
pointing out unreliable assessors for retraining or exch

We begin by relating the proportion found relevant in a bithwi
the reliability of that bin, as measured by F1 score. The goal
to identify bins that are outliers in the proportion of magsathey
find relevant. To do this, we take the median proportion aaiev
across all bins (since the median is more robust to outliers the
mean), and determine which bins produce relevance propesrti
that are significantly different from the median, at lepek 0.01
in a two-tailed exact binomial test.

Figure 3 compares the pre-adjudication bin proportionsveeit
with F1 scores across the different TREC topics, indicatifich
bins are significantly different from the median proportietevant.
Note, first, the spread in proportions relevant, partidulthre re-
markable dispersion for Topic 205, revealing a review pssdeat
was clearly not in control. The relationship is not unanisidout
the more reliable bins tend to be those closer to the medizwopr
tion of messages relevant. In particular, significant djeace from
the median appears to be a partial, though not infallibléicetor
of reviewer unreliability.

A simple approach to improving review team quality is to ex-
clude those reviewers whose proportion relevant are sogmifiy
different from the median, and re-apportion their work te thore
reliable reviewers. Table 5 reports the change in reviemtesi-
ability if this step is taken, considering only the docunsefatling
into the non-excluded bins (or, equivalently, assuming vtioek
from the excluded reviewers is re-apportioned evenly amfibpaed
to the same standard as the rest of each reviewer’s bin). -In ac
cordance with our previous observations, there is a general
provement in reliability, though not always a great one. &@ry
topic in which a bin is excluded (every topic, that is, exdepthe
consistently-reliable Topic 207), the F1 score of the mostiusion
review team is higher than that of the original, sometimesaby
appreciable margin. Precision also generally rises, batdauple
of cases recall falls, reflecting the fact that being ovedgayous in
one’s assessments can help draw in relevant documents ghe mi
otherwise have missed.

Fully excluding reviewers based solely on the proportiodas-
uments they find relevant is a crude technique. Neverthetlbss
results of this section suggest that this proportion is dulisé
only partial, indicator of reliability, one which could bembined
with additional evidence to alert review managers wherr treei
view process is diverging from a controlled state. It mayHz te-
view teams with better processes, such at the team from POgic
already use such techniques. Therefore, they need to beleos
when a benchmark for manual review quality is being estabtis
against which automatic techniques can be compared.

4. ASSESSING REVIEW METHODS

Roitblat et al. and Grossman and Cormack have presented ev-
idence for the equal or greater reliability of automated pared
to full manual review. The former study, though, takes a man-
ual review itself as the gold standard. The TREC experimests
analyzed by Grossman and Cormack do use a human topic author-
ity to measure production quality, something which is maere-
sentative of professional practice. We have observed irSte
tion 3, however, that the manual review pseudo-teams foryed
re-purposing the track assessors are highly variable ilitgLeug-
gesting a lack of the quality control and direction that nigk
expected in a true, professional review effort.

What is needed are experiments comparing automated and man-
ual approaches on an even footing (as in Roitblat et al.Juated
against the objective standard of a supervising topic aityh@s in
Grossman and Cormack). The authority should drive bothuarod
tions, on the one topic: providing coding standards andrsigen
to the manual team, and seed queries and relevance asststmen
the automated one. Both processes, particularly the maenialv,
should be conducted according to industry standards. Time sa
topic authority should then assess the quality of each mitoxiy
both for conformity to their own conception of relevanced dar
the amount of effort involved in the production.

No single experiment of this sort can be comprehensive:ether
are a variety not only of automated review methods, but afso o
manual process strategies; and, of course, there are dudaltf
potential corpora and production requests. And even suetup s
as this involves a degree of unrealism and artificialitycsiactual
productions are made in several, possibly iterated, st@gesact-
ing, culling, reviewing, redacting, collating), and in@bly with
a complex mix of manual and automated processes. Nevesthele
such experiments, by directly comparing the two approaochesn
equal footing, in a more realistic environment, and aganstp-
resentative objective standard, will allow us to draw firroenclu-
sions on the relative merits of the manual and automatedwevi

5. CONCLUSIONS

The original review from which Roitblat et al. draw their dat
cost $14 million, and took four months of 100-hour weeks tmeo
plete. The cost, effort, and delay underline the need foo-aut
mated review techniques, provided they can be shown to be re-
liable. Given the strong disagreement between manualweyie
even some loss in review accuracy might be acceptable faftihe
ciency gained. If, though, automated methods can conélysbe
demonstrated to be not just cheaper, but more reliable rtzamual
review, then the choice requires no hesitation. Moreoverhsn
achievement for automated text-processing technologydwoark
an epoch not just in the legal domain, but in the wider world.

Two recent studies have examined this question, and addance
evidence that automated retrieval is at least as consssamanual
review [Roitblat et al., 2010], and in fact seems to be mote re
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Figure 3: Assessor F1 score and proportion assessed relevdy bin for Topics 201-205 and Topic 207. Scores are extrapated to
the population; proportions assessed relevant are taken &m the sample. Bins with a proportion relevant significantlydifferent from
the median (p < 0.01) are shown as red crosses; non-significant bins are black ciles.



able [Grossman and Cormack, 2011]. These results are givgges
but (we argue) not conclusive as they stand. For the lattelyst
in particular (leaving questions of potential bias in theesgds pro-
cess aside), itis questionable whether the assessmepspescem-
ployed in the track truly are representative of a good quatianual
review process.

We have provided evidence of the greatly varying qualityesf r
viewers within each review team, indicating a lack of pr@cesn-
trol (unsurprising since for four of the seven topics theeeers
were not a genuine team). The best manual reviewers werd foun

be as good as the best automated systems, even with the asymme

in the evaluation setup. The one, professional team that ohas-
age greater internal consistency in their assessors isttadsone
team that, as group, outperforms the best automated meted.
have also pointed out a simple, statistically based metbodri-
proving process control, by observing the proportion ofishoents
found relevant by each assessor, and counselling or erdtiose
who appear to be outliers.

Above all, it seems that previous studies (and this one,law@
not directly addressed the crucial question, which is nat huch
different review methods agreed or disagree with each gtsein
the study by Roitblat et al. [2010]), nor even how close awi&mt

or manual review methods turn out to have come to the topic au-

thority’s gold standard (as in the study by Grossman and @okm
[2011]). Rather, it is this: which method can a supervisitigra
ney, actively involved in the process of production, mosiabdy
employ to achieve their overriding goal, to create a pradaaton-
sistent with their conception of relevance. There is gobdugh
(we argue) so far inconclusive, evidence that an automagttod
of production can be as reliable a means to this end as a (moich m
expensive) full manual review. Quantifying the tradeoffvbeen
manual effort and automation, and validating protocolsvimnify-
ing the correctness of either approach in practice, arécpéatly
relevant in the multi-stage, hybrid work-flows of conterrgogrle-
gal review and production. Given the importance of the daest
we believe that it merits the effort of a more conclusive arogpl
answer.
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